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Overview
Goals

1 Explore discourse models driven by Questions Under
Discussion.

2 Introduce a highly structured task-oriented dialogue corpus.

3 Try to inspire others to work with the corpus by reporting on a
few suggestive pilot studies.

Plan
1 Question Under Discussion (QUD) models

2 The Cards corpus: scenario and implementation

3 Basic properties of the Cards corpus

4 QUD-based domain restriction

5 Expert effects and rich common ground

6 Looking ahead
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Corpus distribution

http://CardsCorpus.christopherpotts.net/

Included:

• The transcripts in CSV format

• Python classes for working with the transcripts

• Examples of the Python classes in action

• R code for reading in the corpus as a data frame

http://CardsCorpus.christopherpotts.net/
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Questions Under Discussion (QUDs)

1 Question Under Discussion (QUD) models

2 The Cards corpus: scenario and implementation

3 Basic properties of the Cards corpus

4 QUD-based domain restriction

5 Expert effects and rich common ground

6 Looking ahead
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Groenendijk & Stokhof (and Wittgenstein)

Wittgenstein We might very well write every assertion in the
form of a question followed by an affirmative ex-
pression; for instance ‘Is it raining? Yes!’ Would
that mean that behind every claim lies a question?

Groenendijk
Ja!

& Stokhof

Did Bart pass? Who passed? What did Bart do?
↑ ↑ ↑

Bart passed. BARTF passed. Bart PASSEDF.

Who wore what?
↑

The ROCKSTARSF wore LEATHERF.



Overview Questions Under Discussion Scenario/Implementation Corpus Domains Experts Looking ahead

Groenendijk & Stokhof (and Wittgenstein)

Wittgenstein We might very well write every assertion in the
form of a question followed by an affirmative ex-
pression; for instance ‘Is it raining? Yes!’ Would
that mean that behind every claim lies a question?

Groenendijk
Ja!

& Stokhof

Did Bart pass? Who passed? What did Bart do?
↑ ↑ ↑

Bart passed.

BARTF passed. Bart PASSEDF.

Who wore what?
↑

The ROCKSTARSF wore LEATHERF.



Overview Questions Under Discussion Scenario/Implementation Corpus Domains Experts Looking ahead

Groenendijk & Stokhof (and Wittgenstein)

Wittgenstein We might very well write every assertion in the
form of a question followed by an affirmative ex-
pression; for instance ‘Is it raining? Yes!’ Would
that mean that behind every claim lies a question?

Groenendijk
Ja!

& Stokhof

Did Bart pass?

Who passed? What did Bart do?

↑

↑ ↑

Bart passed.

BARTF passed. Bart PASSEDF.

Who wore what?
↑

The ROCKSTARSF wore LEATHERF.



Overview Questions Under Discussion Scenario/Implementation Corpus Domains Experts Looking ahead

Groenendijk & Stokhof (and Wittgenstein)

Wittgenstein We might very well write every assertion in the
form of a question followed by an affirmative ex-
pression; for instance ‘Is it raining? Yes!’ Would
that mean that behind every claim lies a question?

Groenendijk
Ja!

& Stokhof

Did Bart pass?

Who passed? What did Bart do?

↑

↑ ↑

Bart passed. BARTF passed. Bart PASSEDF.

Who wore what?
↑

The ROCKSTARSF wore LEATHERF.



Overview Questions Under Discussion Scenario/Implementation Corpus Domains Experts Looking ahead

Groenendijk & Stokhof (and Wittgenstein)

Wittgenstein We might very well write every assertion in the
form of a question followed by an affirmative ex-
pression; for instance ‘Is it raining? Yes!’ Would
that mean that behind every claim lies a question?

Groenendijk
Ja!

& Stokhof

Did Bart pass? Who passed? What did Bart do?
↑ ↑ ↑

Bart passed. BARTF passed. Bart PASSEDF.

Who wore what?
↑

The ROCKSTARSF wore LEATHERF.



Overview Questions Under Discussion Scenario/Implementation Corpus Domains Experts Looking ahead

Questions

I needn’t commit to a particular view of questions. I require only:

1 questions present alternatives;

2 questions are not linguistic objects, though some natural
language sentences might identify some of them; and

3 questions can be partially ordered by some notion of
resolution.
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Discourse models

Questions under Discussion (QUDs)
Discourse is structured by abstract, implicit QUDs, which shape
the common ground, determine what is informative and relevant to
communicate, and help define the domain (Groenendijk & Stokhof,
Ginzburg, Roberts, Büring).

Decision problems
van Rooij showed how to induce questions from a utility function:

a∗ = {w ∈ W | U(a,w) > U(a′,w) for a′ ∈ A }

Planning
The QUD theory does not provide a theory of planning, but there
should be a mutually beneficial relationship between the two.
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Pragmatically required over-answering

Context: Homer calls a hotel.

Homer: Is Lisa Simpson in Room 10?
Clerk A: She’s in room 20.
Clerk B: #No.

Which room is Lisa in?

Is Lisa in 10? Is Lisa in 20? Is Lisa in 30?
��

��
�1

6 PP
PP

Pi

(Ginzburg, Roberts)
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Anaphora
Homer: Did Maggie shoot Burns?

Wiggum: She did.

Who shot whom?

Who did Maggie shoot? Who shot Burns? Who did Lisa shoot?

Did Maggie shoot Homer? Did Maggie shoot Burns? Did Lisa shoot Burns? Did Lisa shoot Homer?
��
��*

HH
HHY

��
��*

HH
HHY

��
��*

HH
HHY

��
��

��1
6

PP
PP

PPi

?
Maggie shot Burns

?
Maggie shot Homer

?
Lisa shot Burns

(Clark & Parikh)
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Domain restriction

• Are there typos in my slides?

• Are there bookstores downtown?

• Are there cookies in the fridge?

• . . .

I didn’t see any.
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Granularity

Where are you from?

• Connecticut. (Issue: birthplaces)

• The U.S. (Issue: nationalities)

• Stanford. (Issue: affiliations)

• Planet earth. (Issue: intergalactic meetings)

(Groenendijk & Stokhof, Ginzburg)
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Mention-some/mention-all
Where can we buy supplies?

Mention-all
• Context: We’re writing a comprehensive guide to the area.

• Resolvedness condition: An exhaustive listing of the
(reasonable) shopping places.

Mention-some
• Context: We’re low on food and water.

• Resolvedness condition: Mentioning the best (closest,
safest, etc.) place, or a few good options.

(Beck & Rullmann, van Rooij & Schultz)
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Mention-some/mention-all
Who has a light?

Mention-all
• Context: Speaker needs to ensure that no one in the group

is going to get stopped by airport security.

• Resolvedness condition: List of everyone who has a light.

Mention-some
• Context: Speaker needs to light her cigar.

• Resolvedness condition: Just name one (friendly, willing,
nearby) person with a lighter.

(Beck & Rullmann, van Rooij & Schultz)
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Structured domain restriction

What cards do you have?

Wide domain
• Context: Speaker dealt the cards and noticed that some

were missing.

• Resolvedness condition: List everything you’re holding.

Narrowed, structured domain
• Context: Speaker folds. He wants to know what beat him.

• Resolvedness condition: Just name the good cards.

(van Rooij & Schultz)
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Definite plurals

Are the windows open?

Existential
• Context: We’re leaving town and want the house secure.

• Resolvedness condition: Is any window open?

Universal
• Context: The sills will be painted.

• Resolvedness condition: Is every window open?

(Malamud)
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Discourse particles

German überhaupt (Rojas-Esponda)
The speaker wishes to move to a higher QUD than the current one.

German ja (Kratzer & Matthewson)
“the speaker is firmly committed to the descriptive content p, and
doesn’t consider the question whether or not p to be on the
agenda for either the current or any future inquiry”.

Japanese sentence-final yo (Chris Davis)
The speaker indicates a belief that the utterance resolves the
addressee’s immediate issue.
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Summary

• Good evidence that QUDs are a factor in resolving context
dependence.

• Relatively little quantitative or corpus exploration of this idea
(but see work by Cooper, Fernandez, Ginzburg, Lappin,
Larsson).

• Such evidence would help us to better understand where and
how QUDs come into play, and how speakers represent
discourses, issues, and lexical and constructional meanings.
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The Cards corpus: scenario and implementation

1 Question Under Discussion (QUD) models

2 The Cards corpus: scenario and implementation

3 Basic properties of the Cards corpus

4 QUD-based domain restriction

5 Expert effects and rich common ground

6 Looking ahead



Overview Questions Under Discussion Scenario/Implementation Corpus Domains Experts Looking ahead

Amazon Mechanical Turk HIT (Human Intelligence Task)

• Title: Collaborative Search Game with Chat

• Description: Two-player collaborative video game involving
dialogue/chat with other Turkers.

• Payment: $1.00, and up to $0.50 cents for rich, collaborative
problem-solving using meaningful dialogue.

• Restrictions: US IP addresses; at least 95%. approval rating
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Instructions
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Gameboard

You are on 2DYellow boxes mark cards 
in your line of sight.

Task description: Six 
consecutive cards of 

the same suit

TYPE HERE

The cards you are holding Move with the arrow keys or 
these buttons.
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Consent form
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Scenario

Gather six consecutive cards of a particular suit (decide
which suit together), or determine that this is impossible.
Each of you can hold only three cards at a time, so you’ll
have to coordinate your efforts. You can talk all you want,
but you can make only a limited number of moves.



Overview Questions Under Discussion Scenario/Implementation Corpus Domains Experts Looking ahead

Transcripts: environment metadata
Agent Time Action type Contents

Server 0 COLLECTION SITE Amazon Mechanical Turk
Server 0 TASK COMPLETED 2010-06-17 10:10:53 EDT
Server 0 PLAYER 1 A00048
Server 0 PLAYER 2 A00069
Server 2 MAX LINEOFSIGHT 3
Server 2 MAX CARDS 3
Server 2 GOAL DESCRIPTION Gather six consecutive cards ...
Server 2 CREATE ENVIRONMENT [see below for contents]

-----------------------;

- -;

- ---------- --- -;

- - - - -;

- --- ------ - -;

- --- - -;

- b - - - -;

- --- - --- -;

- - --- - -;

- - - b --- -;

- - - - - -;

- - - - - -;

- - ----- - - - -;

- - - - -;

- --- b--------- -;

- -;

-------- --------------;

NEW_SECTION

1,2:2D;1,7:KH;1,7:9S;1,11:6C;1,13:QC;1,14:QS;

2,18:3H;2,18:9H;

3,19:4H;4,8:AC;4,19:3D;

4,19:KD;

5,14:QH;5,15:5S;5,15:2S;5,16:4D;5,16:10C;5,18:4S;

6,11:KC;6,15:9C;

7,11:2H;7,13:7S;

8,2:QD;8,4:AD;8,11:JC;8,20:8S;

9,9:10S;9,9:6H;9,9:8C;9,10:7H;9,14:JS;

10,1:2C;10,10:8D;11,14:6D;11,14:10H;

11,18:4C;11,18:9D;

12,10:3S;12,12:6S;12,16:5H;12,16:JD;12,20:3C;

13,4:5C;13,4:JH;13,15:KS;

14,2:5D;14,20:10D;15,2:AH;

15,13:7D;15,15:8H;15,17:AS;15,20:7C;
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Transcripts: game play

Agent Time Action type Contents

...

Player 1 566650 PLAYER MOVE 7,11

Player 2 567771 CHAT MESSAGE PREFIX which c’s do you have again?

Player 1 576500 CHAT MESSAGE PREFIX i have a 5c and an 8c

Player 2 577907 CHAT MESSAGE PREFIX i jsut found a 4 of clubs

Player 1 581474 PLAYER PICKUP CARD 7,11:8C

Player 1 586098 PLAYER MOVE 7,10
...
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MTurk set-up

• Data collection in June 2010 and August 2011.

• PHP wrapper to Pragbot written by Victoria Schwanda.

• Server-side configuration by Chriz Czyzewicz.

• Collection times: 5 batches each lasting about 5 hours,
spread out over two work weeks.

• At peak times: 30 transcripts per hour.

• Total cost: about $2,000.
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Turker Nation discussion

Initial post announcing the new HITs, our goals for them, and warn-
ing about wait-times and potential bugs.
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Turker Nation discussion

Responding to player queries while the HITs were running.
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Turker Nation discussion

The players helped us spot trouble.
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Turker Nation discussion

And resolve trouble.
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Feedback

That was actually a pretty fun hit.

The game with chat was great and like to see more HITs
from you.

These HITs were really enjoyable. Hopefully you will put
more on the site. You state that we can keep doing them,
but right now if I click on your HIT, it tells me there are no
more available for me. Is there something I can do to try
again? Thanks.

I waited 1.22 before someone showed up. They never
talked to me and didn’t finish the job before leaving. Am I
still out because they didn’t cooperate?
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Other task-oriented dialogue corpora

Corpus Task type Domain Task-orientation Dialogues Format

Switchboard discussion wide-open very loose 2,400 aud/txt
SCARE search 3d world tight 15 aud/vid/txt
Cards search 2d grid tight 745 txt
TRAINS routes map tight 120 aud/txt
Map Task routes map tight 128 aud/vid/txt

(See also Blaylock & Allen, ‘Generating artificial corpora for plan recognition’)

Chief selling points for Cards:

• Pretty large.

• Controlled enough that similar things happen often.

• Very highly structured — the only corpus whose release version allows the
user to replay all games with perfect fidelity.
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The Cards corpus: basic properties

1 Question Under Discussion (QUD) models

2 The Cards corpus: scenario and implementation

3 Basic properties of the Cards corpus

4 QUD-based domain restriction

5 Expert effects and rich common ground

6 Looking ahead
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Sample run
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By the numbers

• 744 transcripts

• Game length mean: 414.44 actions (median 325.50, sd
261.88)

• Actions:
• Card pickup: 11,027
• Card drop: 7,202
• Move: 255,734
• Utterance: 23,532

• Utterance length mean: 5.84 words (median 5, sd 5.08)
• Total word count: 137,323
• Total vocabulary: 4,004 (3,453 if card references are

normalized)



Overview Questions Under Discussion Scenario/Implementation Corpus Domains Experts Looking ahead

Constants and total randomness

Constants
• Task description (‘six consecutive cards of the same suit’)

• Line of sight: 3

• Max cards in hand: 3

Randomness
• Players’ initial positions

• All card positions
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Points of variation

? ?

Max turns Total

100 214 0 0 0 214
500 0 0 44 93 137
600 180 144 70 0 394

Total 394 144 114 93 745

? = can be infeasible depending on initial positions
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Player annotations

• 324 of the transcripts include player Ids.

• 202 distinct players

Games played

P
la
ye
r

1 4 12 25

Figure: Number of games played by each player. The data points have
been jittered randomly along the y-axis to make their clustering evident.
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Language in context

Each transcript is a data structure that is intuitively a list of
temporally-ordered states(

context, event
)

The context includes

• local information (the state of play at that point)

• historical information (the events up to that point)

• global information (limitations of the game, the task, etc.)

When the event is an utterance, we can interpret it in context.

This is what pragmatics is all about, but it is very rare to have a
dataset that truly lets you do it.
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QUD-based domain restriction

1 Question Under Discussion (QUD) models

2 The Cards corpus: scenario and implementation

3 Basic properties of the Cards corpus

4 QUD-based domain restriction

5 Expert effects and rich common ground

6 Looking ahead
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Domain restriction
Example

Player 1: lets do spades

Player 1: I have the as, qs, and ks

[...]

Player 1: ok, i found js

Player 2: Ok. I haven’t found anything...lol

Example
Player 1: what do u wont to look for?

Player 2: hearts?

Player 1: ok good let’s get to busness

Player 1: i found KH!

[...]

Player 2: find ah

[...]

Player 1: u find anything else?

Player 2: no



Overview Questions Under Discussion Scenario/Implementation Corpus Domains Experts Looking ahead

Relevance and the task

Example (Gather six consecutive cards of a particular suit.)

Context: We’re holding
{
4H, 5H

}

2H⇒ KH

QH
JH

10H9H
8H

7H

6H

5H
4H 3H

2H
AH
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Relevance for card manipulations

Theory #1: costly dropping
For each player hand H (0-3 cards), value(H) is the minimum
number of pick-up and drop moves to a solution:

value(∅) = 6 value(5H, 2S) = 6
value(5H) = 5 value(5H, 2S, 3D) = 7

value(5H, 6H) = 4

Theory #2: costless dropping
For each player hand H (0-3 cards), value(H) is the minimum
number of pick-up moves to a solution:

value(∅) = 6 value(5H, 2S) = 5
value(5H) = 5 value(5H, 2S, 3D) = 5

value(5H, 6H) = 4
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Player card manipulations: what’s their theory?
Random samples of 7,500 moves with the same 2-card/3-card bal-
ance as the empirical distribution:

3 4 5 6 7

All possible hands

0.01
0.09

0.26
0.37

3 4 5 6 7

Only optimal hands

0.00

0.46
0.54

3 4 5 6 7

Actual player hands

0.11

0.23

Score (drop +1 move) for 2-3 card hands

P
er
ce
nt
ag
e

Hand score: pickup/drop moves to completion (lower better)

3 4 5

All possible hands

0.01

0.36

0.62

3 4 5

Only optimal hands

0.00

0.46
0.54

3 4 5

Actual player hands

0.21

0.35
0.44

Score (drop costless) for 2-3 card hands

P
er
ce
nt
ag
e

Hand score: pickup/drop moves to completion (lower better)
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Player card manipulations: what’s their theory?

Other factors

H D S C

Cards picked-up, by suit

Suits

2593
2777
3047

A 2 3 4 5 6 7 8 9 10 J Q K

Cards picked-up, by rank

Ranks

724

841

971

Conjectures
• Structured strategies and collaborative decision making:

“once we settle on hearts, we’re reluctant to switch”

• 8H perceived as more relevant to 2H than 6S.
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Underspecified referential expressions

Goal
To use the (evolving) task to make educated guesses about what
underspecified card-oriented nominals pick out.

The players are holding {4H,KH}

Player 2: Look for 2.

Player 1: and the 3?

Hypothesis
For any nominal referring expression, the intended referent will be
the one that is (i) consistent with the information specified; and (ii)
would bring the players closest to a solution given the cards they
are holding in the context of utterance.
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Annotations

Nominals referring to cards:

[ FEATURES text ] {DENOTATION}

• I have [ 3H 3H ] {3H}

• Need [ 8 8 ] {8H}

• I’ll drop [ 9|DEF|SG the 9 ] {9H}

• try [ H|INDEF|PL h ] {2H, 3H, 4H, 5H, 6H, 7H, 8H,

9H, 10H, JH, QH, KH}

• got [ X|PRO|SG it ] {9H}

• i’ll look around to see if i can find [ X|INDEF|PL

any you can pick up ] {2H, 3H, 4H, 5H, 6H, 7H, 8H,

9H, 10H, JH, QH, KH}
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Results (for 10 transcripts)
Resolving the reference of the singular definite card references:
• [ (SUIT|RANK)DEF|SG the (SUIT|RANK) ] {CARD}
• [ (SUIT|RANK) ] {CARD}

Literal 103 (37%)
Requiring enrichment 172 (63%)

Total 275

Correct inference 164 (95%)
Incorrect inference 8 (5%)

Total 172

• The mistakes are localized: strings of card references that the
system botches uniformly.

• Most inferences involve guessing the suit based on the rank,
which is easier than guessing the rank based on the suit.
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Expert effects and rich common ground

1 Question Under Discussion (QUD) models

2 The Cards corpus: scenario and implementation

3 Basic properties of the Cards corpus

4 QUD-based domain restriction

5 Expert effects and rich common ground

6 Looking ahead
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Novice strategy
Player 1: Hello. Are you here?

Player 2: yes

Player 2: do you see any cards

Player 1: Yes. I see a yellow spot. Those are our cards. We’ll only

be able to see the ones that are in our view

Player 1: until we move with our arrows.

Player 2: i see 3 of them

Player 1: We only have a certain number of moves, so we should decide

how we’re going to do this before we use them, do you think?

Player 2: sure

Player 1: Ok. So, we have to pick up six cards of the same suit, in a

row...

Player 1: each of us can hold three, so...

Player 1: I think I should get my three, then you should get your three

or vice versa

Player 2: ok

Player 2: you go ahead

Player 1: What suit should we do?

Player 1: And which six cards do you want to try for?

Player 2: whatever you want

Player 1: I’m Courtney, by the way- nice to meet you.

Player 2: i’m becky....nice to meet you too

Player 1: Hi Becky. How about we go for hearts? And take 234567

[...]
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Journeyman strategy

These players have explored and are now forming a strategy:

Player 1 I have 9 clubs and K clubs

Player 1 want to look for clubs?

Player 2 ok

[. . . ]

The players then find various clubs, checking with each other frequently, until they
gain an implicit understanding of which specific sequences to try for (either
8C-KC or 9C-AC):

Player 1 so you are holding Jc and Kc now?

Player 2 i now have 10d JC and KC

Player 2 yes

Player 1 drop 10d and look for either 8c or Ace of clubs
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Expert strategy

Player 2: hi

Player 1: hi--which side r u on?

Player 2: right side

Player 2: u?

Player 1: left/middle

Player 1: ok i gathered everything in my area

Player 2: i think i have all of them also

Player 1: how bout 5C - 10C?

Player 2: ok

Player 1: i have 5C, 8C, 9C, and you should have 6C, 7C, 10C

Player 2: got them
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Depth annotations
Depth 1

How do I interact with the game
world?
What are the meanings of the
various technical terms?

Depth 2
What is the goal of the game
generally?

Depth 3
What is the configuration of the
game board?
What is the expertise of my fel-
low player?

Depth 4
What is the goal of this game
specifically?

Depth 5
How do we achieve this goal
generally?

Depth 6
What cards do we need to
achieve this goal specifically?

Depth 7
Have we completed the game?

P2: what suit do we want? (4)

P1: I hit a KD. (3)

I think we should see what we get,

and keep the most promising suit (3)

P2: i have a JD (3)

P1: That works

P2: so we are looking for Ds? (4)

P1: I vote Ds. (4)

P2: okay i have 10D , 9D and JD (6)

P1: 7D (6)

P1: okay do you think my cards work? (5)

P1: So we’re looking for 8D,

and 6D or QD (6)

P2: You should be good (I’m slow at

this...) (6)
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Initial depth and rich common ground

• We expect experts to be more likely than novices to assume
that their partners will accommodate rich contextual
knowledge.

• This predicts that experts will initiate discourse at a deeper
level in the question graph than novices.

• Furthermore, these effects should be amplified if it is mutual
knowledge between the two players that they are both experts.



Overview Questions Under Discussion Scenario/Implementation Corpus Domains Experts Looking ahead

Results

Greater number of games played (greater expertise) reliably corre-
lates with greater initial utterance depth, though the effect is weak,
presumably because one game suffices to become an expert.

Games played
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Results

Let Expert be true of a player–game pair (P,T) iff T is not P ’s
first game. Expert is a very highly correlated with greater initial
utterance depth in T .

Player expert?
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Novice Expert
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Results

At the game level, expert–expert pairings have the highest mean
utterance depth, following by mixed pairs, and then novice–novice
pairs.

Pair expertise

M
ea

n 
in

iti
al

 u
tte

ra
nc

e 
de

pt
h

Novice/Novice Novice/Expert Expert/Expert
1

2

3

4

5

6

7



Overview Questions Under Discussion Scenario/Implementation Corpus Domains Experts Looking ahead

Looking ahead

1 Question Under Discussion (QUD) models

2 The Cards corpus: scenario and implementation

3 Basic properties of the Cards corpus

4 QUD-based domain restriction

5 Expert effects and rich common ground

6 Looking ahead
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Variations

1 Asymmetry: player A has 300 moves but limited line-of-sight;
player B has 20 moves but can see everything.

2 Shared resources: the players share a store of 500 moves, so
inefficient movement incurs a social cost (hat-tip to Florian).

3 Bonuses: based on move counts and other notions of
efficiency that might maximize verbal interaction.
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Additional annotations

1 Card-reference annotations for the whole corpus.

2 Depth annotations for full transcripts.

3 Annotating for semantic ellipsis – e.g., “2S” to seeking(2S),
found(2S), etc.

4 . . .
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General theoretical goals

• Distinguish the models of discourse on offer.

• Distinguish theories of issues/questions/goals.

• Inform proposals about how context-dependence is resolved.

• Get semprag people excited about working with corpora.

http://CardsCorpus.christopherpotts.net/

http://CardsCorpus.christopherpotts.net/
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